Лекция 2. Вероятностная модель: оценки плотности, Байесовское решение, риск
1. Зачем вероятностная модель в распознавании
В распознавании образов мы имеем объекты (вектор признаков) и классы .
Цель классификации: по наблюдаемому выбрать класс , который “наиболее правдоподобен” или минимизирует ошибки/потери.
Вероятностный подход отвечает на вопросы:
· насколько вероятно, что объект с признаками принадлежит классу ?
· какую цену мы платим за ошибку?
· какой алгоритм будет оптимальным при заданных вероятностях и потерях?

2. Основные вероятностные величины
2.1. Априорные вероятности
— вероятность встретить класс до наблюдения признаков.
Пример: в контроле качества 95% изделий “норма”, 5% — “брак”:

2.2. Условные плотности (правдоподобие)
— плотность распределения признаков внутри класса .
Она описывает, какие типичны для класса.
2.3. Апостериорные вероятности
— вероятность класса после наблюдения .
Связь между ними задаёт формула Байеса:

где

— полная вероятность (нормирующий множитель).

3. Байесовское решение (Bayes decision rule)
3.1. Минимизация вероятности ошибки (0–1 потери)
Если цена любой ошибки одинакова (ошибка = 1, правильный ответ = 0), то оптимально выбирать класс с максимальной апостериорной вероятностью:

Такой классификатор называют MAP (Maximum a Posteriori).
3.2. Эквивалент через дискриминантные функции
Так как одинаково для всех классов при фиксированном , можно сравнивать:

Значит правило можно записать:

Удобно работать с логарифмом:


4. Риск и матрица потерь (cost-sensitive classification)
Во многих задачах ошибки неравноценны.
Пример: в медицине “пропустить болезнь” хуже, чем “ложная тревога”.
4.1. Функция потерь
Обозначим — потеря, если мы приняли решение (выбрали класс ), а истинный класс .
Матрица потерь (2 класса) часто выглядит так:
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где — цена ошибки “решили 1, а было 2”,
— цена ошибки “решили 2, а было 1”.
4.2. Условный риск
Условный риск решения при наблюдении :

4.3. Байесовский оптимальный классификатор по риску
Оптимально выбирать решение с минимальным условным риском:

Это обобщение правила MAP: MAP — частный случай при 0–1 потерях.

5. Двухклассовый случай: пороговое правило
Пусть классы и .
Сравним риски:

При получаем правило:
выбрать , если

Эквивалентно:

Через Байеса:

Это называется тест отношения правдоподобия (likelihood ratio test).
Он показывает, что:
· априорные вероятности сдвигают границу,
· потери (стоимости ошибок) тоже сдвигают границу.

6. Оценка плотности 
На практике плотности неизвестны. Нужно их оценить по данным обучения.
6.1. Параметрические методы
Мы предполагаем вид распределения (например, Гауссовское) и оцениваем параметры.
Одномерный гаусс:

Оценки по обучающей выборке класса :

Многомерный гаусс:

Оценки:

Классические случаи:
· → линейная граница (LDA)
· → квадратичная граница (QDA)
6.2. Непараметрические методы
Мы не задаём форму распределения.
Гистограммы (1D) — простое приближение плотности.
Проблема: зависит от ширины бина.
Оценка Парзена (оконная, KDE):

где — ядро (часто гауссово), — ширина окна.
k-NN оценка плотности:
плотность пропорциональна и обратно пропорциональна объёму окрестности, содержащей ближайших точек.

7. Связь с практикой: Наивный Байес и гауссов классификатор
В задачах с большим числом признаков используют упрощение:
7.1. Наивный Байес (условная независимость признаков)

Это резко упрощает обучение и часто хорошо работает как базовая модель.
7.2. Гауссов наивный Байес
Если каждый признак внутри класса гауссов:


8. Итоги лекции
1. Байесовский подход строит классификацию через .
2. При равных потерях оптимально выбирать MAP: максимальный posterior.
3. При неравных потерях нужно минимизировать риск (Bayes risk).
4. Для реальной работы плотности оценивают:
· параметрически (Гаусс, LDA/QDA),
· непараметрически (KDE, kNN).
5. Наивный Байес — практичный базовый метод для многих задач.

